


Different flavors of  models used for climate studies 

•  Stand-alone sea ice models 
– Prescribed atmosphere and ocean forcing; no atm/ocean 

feedbacks 

•  Ice-ocean coupled models 
– Prescribed atmospheric forcing but an interactive ocean 

model; no feedbacks to atmosphere 

•  Fully coupled models 
–  atmosphere/ocean/ice/land models 

– not tightly constrained to observational record; feedbacks 
active 

•  Earth system models 
–  coupled models with active carbon cycle components 



Climate Change

Increasing greenhouse gas concentrations will have

many effects
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Future Precipitation and Storm Events

Future Ocean Acidification
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Key Points

Continued emissions of

greenhouse gases will lead to

further climate changes. Future

changes are expected to include a

warmer atmosphere, a warmer and

more acidic ocean, higher sea

levels, and larger changes in

precipitation patterns.

The extent of future climate change

depends on what we do now to

Future Climate Change

Increasing greenhouse gas concentrations will have many effects

How Do Climate Models Work?

Modeling Climate
Interactions

The movement of energy, air,
and water are represented as
horizontal and vertical
exchanges between the boxes.
In this way, models represent
interactions between different
parts of the climate system
and the world. Models attempt
to capture the very complex
interactions between Earth's
components.

Climate Models and Scenarios

Projecting future climate change requires estimating future greenhouse gas (GHG) emissions, among other factors. Models use estimates of future GHG concentrations to

project resulting temperature increases and other changes in the climate system.
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The slideshow describes climate models and how they work, among other topics. {Click to play.}

Because it is difficult to project far-off future emissions and other human factors that influence climate, scientists use a range of scenarios using various assumptions about

future economic, social, technological, and environmental conditions. The slideshow above provides more information on these scenarios in the “Estimating the Future”

section.

View enlarged image

This figure shows projected greenhouse

gas concentrations for four different

emissions scenarios. The top three

scenarios assume no explicit climate

policies. The bottom green line is an

illustrative “stabilization scenario,”

designed to stabilize atmospheric carbon

dioxide concentration at 450 parts per

million by volume (ppmv).

Source: USGCRP (2009)
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History of  sea ice components within climate models 

•  Initial models (~1970s) had no sea ice component but 
raised albedo for cold (<-2C) wet surface areas 

•  In ~1980s thermodynamic sea ice components were 
included 

•  Coupled systems incorporated dynamic sea ice 
components (~1990s) of  varying complexity 

•  Subgridscale Ice thickness distributions were 
introduced into some coupled models (~2000s) 

•  More physically based shortwave treatment and 
associated capabilities (ponds, black carbon) in 2000s 

•  Sea ice hydrology (prognostic salinity), biogeochemistry, 
improved ponds, snow improvements, others - NOW 



Where are we today? 
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What do we need for climate applications? 

•  Model which simulates a reasonable mean 
state and variability of  sea ice – at large scale 
– Concentration, thickness, motion, mass budgets 
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Fig. 1. SSM/I/SSMR (Comiso 1999) climatological sea-ice concentration [%] for 1981-2005
for March and September (a–b), compared to the six member CCSM4 ensemble average
sea-ice concentration for the same period (c–d). The difference between the CCSM4 and the
SSM/I/SSMR ice concentration is shown in (e–f), with red colors indicating too much ice
in the simulation, and blue colors indicating not enough ice. The ice-edge (taken as 15%
sea-ice concentration) from the SSM/I/SSMR data is shown as black line in a–d.
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Fig. 1. SSM/I/SSMR (Comiso 1999) climatological sea-ice concentration [%] for 1981-2005
for March and September (a–b), compared to the six member CCSM4 ensemble average
sea-ice concentration for the same period (c–d). The difference between the CCSM4 and the
SSM/I/SSMR ice concentration is shown in (e–f), with red colors indicating too much ice
in the simulation, and blue colors indicating not enough ice. The ice-edge (taken as 15%
sea-ice concentration) from the SSM/I/SSMR data is shown as black line in a–d.
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t test (see Table 1). In other words, approximately one in
three ensemble members has a sea ice extent trend for
1981–2005 that is not statistically significant, which again
highlights that the internal variability is large and can
hide (or amplify) a forced trend over this relatively short
period, complicating the detection of a forced trend.
Over longer periods (1970–2005, or longer), however, all
ensemble members show a decreasing trend in the ice
extent that is significant at the 95% level, resulting from
the smaller contribution of internal variability compared
to the trend.

A closer analysis of the sea ice changes in the indi-
vidual ensemble members reveals that in one of the two
ensemble members where the sea ice extent does not
show a significant negative trend over 1981–2005, the ice
in the Arctic stays relatively old up until 2005, resulting
from the specific variability of the atmospheric forcing in
this run. This older and thicker Arctic ice cover leads to
a smaller decrease of the September ice extent because
the area covered by less than 15% sea ice does not de-
crease strongly. However, the ice is still melting over the
1981–2005 period, as evidenced by the significant trend

in the ice area and ice volume time series (not shown). In
the other ensemble member without a significant nega-
tive sea ice extent trend for 1981–2005, the ice extent
already decreases very strongly in the late 1970s, with
only a small decrease since then, again resulting from the
specific atmospheric variability in that simulation. How-
ever, all ensemble members show a significant negative
trend in the sea ice area over 1981–2005. This stronger
influence of internal variability on the sea ice extent
compared to the sea ice area is present because the ice
extent trend does not take into account the decreasing
concentration of the ice cover in the Arctic as long as it
stays above 15% (because all areas with an ice concen-
tration of 15% or more are counted as ice covered when
computing the sea ice extent), whereas the ice area is the
area actually covered by ice. Despite this problem with
the sea ice extent definition we chose to compare the sea
ice extents rather than the sea ice areas, because the
satellite-derived sea ice measurements have a data gap
around the North Pole that is commonly filled with 100%
ice cover, making a comparison of satellite-derived and
modeled sea ice areas questionable.

FIG. 2. (a) Climatological seasonal cycle (1981–2005) and (b) time series of the sea ice extent
from satellite data (red lines) and the CCSM4 (blue lines). The CCSM4 ensemble mean (blue)
and the spread between the ensemble members (shaded area) are shown, with individual en-
semble members (thin blue lines) also indicated. To show the spread in the satellite data re-
sulting from the use of different retrieval algorithms, the NSIDC sea ice extent (Fetterer et al.
2002; solid red line) and the bootstrap sea ice extent calculated from the sea ice concentrations
from Comiso (1999; dashed red line) are plotted. The sea ice extent is calculated as the area
with a sea ice concentration of 15% or more, and in the satellite data gap around the North Pole
the area is assumed to be covered by at least 15% at all times.

TABLE 1. Least squares regression trends (%) in the sea ice extent for 1981–2005 (% decade21), calculated from the satellite-derived
NSIDC and bootstrap sea ice extents and the six CCSM4 ensemble simulations. The CCSM4 ensemble-mean sea ice extent trend is shown
(in bold) in the last column of the table. Trends that are not significantly different from the null hypothesis of no trend with a confidence
level of over 95% are shown in parentheses.

NSIDC Bootstrap CCSM4

Trends 29.0 29.0 211.0 27.2 26.0 24.4 (21.0) (20.5) 25.0
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summer melt (Markus and Dokken 2002; Agnew and
Howell 2003).

In the model, first-year ice is tracked using Eulerian
tracers and is defined as ice that has not yet survived
a September ice minimum. The multiyear ice fraction is
then computed by subtracting the first-year ice concen-
tration from the total ice concentration. In addition to
these differences in how multiyear ice is computed, the
resolution of the CCSM4 is significantly lower than the
resolution of the satellite-derived ice age data described
above (approximately 65 km 3 30 km for the CCSM4 in
the Arctic versus 12.5 km 3 12.5 km for the satellite-
derived product).

Despite these differences between the satellite-derived
and model-simulated multiyear ice cover, the general
agreement between the two datasets is remarkably good,
as can be seen when looking at the frequency of the
multiyear sea ice coverage of a grid cell in a 5-yr period
(Figs. 6a–d). This comparison shows that the model cor-
rectly captures the areas where multiyear ice is present
frequently and also shows the decrease in the multiyear
ice cover, especially over the shelf seas, between the be-
ginning of the satellite era and the early twenty-first
century. This decrease in multiyear sea ice is also clearly
visible if we look at the temporal evolution of the multi-
year sea ice extent (see Fig. 7). However, because of the
much larger grid boxes, the multiyear sea ice extent from
the model is much larger than that shown by the data, as it
includes all grid cells with at least 15% multiyear ice
cover. Comparing the multiyear ice area would therefore

be more accurate, because then grid cells are not assumed
to be 100% covered by multiyear ice and the size of grid
cells is less important. However, because the satellite-
derived data contain the maximum ice age, rather than
the fractional coverage of multiyear ice in each grid box,
we cannot compute the multiyear ice area from it.
Hence, because of all of these differences between the
satellite-derived multiyear ice data and the CCSM4
multiyear ice data, it is impossible to directly compare
them. Nevertheless, the comparison of both the multi-
year sea ice extent and the multiyear sea ice area from
the model with the multiyear sea ice extent from Fowler
et al. (2003) shows that the CCSM4 simulates an overall
reasonable multiyear ice cover (see Fig. 7). Note that the
spread between the individual ensemble members is
again large, as shown in Figs. 6e–h and by the thin gray
lines and the shading in Fig. 7. As mentioned earlier, this
different evolution of the age structure of the Arctic sea
ice cover leads to differences in the sea ice extent trend
and highlights the important role of internal variability
superimposed on the overall negative trend in Arctic sea
ice.

d. Sea ice motion

To assess the simulated sea ice motion field, we com-
pare it with the polar pathfinder sea ice motion data,
which is computed from a combination of satellite
products (AVHRR, SMMR, and SSM/I) and the IABP
buoy data (Fowler 2003). As shown in Figs. 8a,b,
the mean 1981–2005 simulated ice motion in winter

FIG. 5. Histogram of the sea ice thickness (m) distribution in the Arctic Ocean for (a) spring
(February–March) and (b) fall (October–November), normalized by the fraction of the total
ice area covered by sea ice of a certain thickness. The ICESat data (Kwok et al. 2009; gray
shading) are averaged over 2004–07 for the spring data and 2003–08 for the fall data (as in Fig.
4). The CCSM4 ensemble mean gridcell-averaged ice thickness is shown for 2001–05 (solid
black line) and 1981–85 (dashed black line). Because the ICESat data do not cover the entire
sea ice–covered region in the Northern Hemisphere, especially in spring (see Fig. 4), the
Barents Sea, CAA, and Baffin and Hudson Bays have been masked in the model data to mimic
the coverage of the ICESat data.
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we cannot assess how well the CCSM4 captures the
temporal variability of oceanic properties in the Arctic
Ocean. We can, however, use the climatological fields
and the various flux measurements reported in the liter-
ature to establish how well the CCSM4 captures the cli-
matological features of the Arctic water masses and the
volume, heat, and freshwater fluxes both in and out of the
Arctic. This is done in the following subsections (sections
4a–b).

a. Water masses and vertical structure

The simulated surface salinity in the central Arctic
(808–908N) is 0.35 psu too large compared to the Polar
Science Center Hydrographic Climatology version 2
(PHC2) data (Steele et al. 2001), whereas the simulated
salinities between 50 m and 350 m depth in the central
Arctic are between 0.1 and 0.2 psu too fresh, with good
agreement below 350 m (see Fig. 11b). The vertical
temperature structure, on the other hand, is fairly well
captured in the top 250 m, but below that the simulated
temperatures are generally too warm, with the temper-
ature maximum located 400 m too deep and very little
cooling below it (see Fig. 11a). This is caused by a strong
bias in the simulation of the Atlantic water (AW) layer in

the Arctic, which is generally too warm and has its core
(defined as the subsurface temperature maximum) about
400 m deeper than that shown by the PHC2 data. The
largest differences in the simulated AW core temperatures
(AWCTs) compared to the PHC2 data occur along the
pathways of AW inflows, with cooler (by 0.258–18C)
simulated temperatures of the inflowing Fram Strait
AW branch and warmer temperatures simulated in the
Barents and Kara Seas (see Fig. 12). In the Amerasian
Basin, the CCSM4 overestimates AWCT by 0.258–
0.58C compared to the PHC2 data, indicating that the
AW layer is not cooling as much as it should while cir-
culating the Arctic Ocean.

An initial analysis of the temporal evolution of the
temperature profile and of the age of the water mass
below 1000 m suggests that the warm bias in the deep
Arctic Ocean is caused by the lack of deep convection in
the Arctic Ocean, so that the temperatures in the deep
basin slowly increase over time. This deep convection
should take place on the shelves, associated with the
brine rejection from sea ice formation, and should lead
to the sinking of cold and salty water to the deep Arctic
Ocean, leading to a cooling of the deep water in the
Arctic. Because the details of the bathymetry of the

FIG. 10. (top to bottom) Melt onset, freeze onset, and melt season length from (left) satellite data and
(right) one of the CCSM4 ensemble members (the only one with daily output) averaged over 1979–2000.
The histogram shows the frequency distribution of melt-onset, freeze-up, and melt season length dates
between 708 and 858N in both the satellite data and the CCSM4.
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with implications for ocean buoyancy forcing and cir-
culation as further discussed in Weijer et al. (2012).

Regional aspects of the ice concentration annual cycle
can be quantified by the timing of ice advance and re-
treat. The difference between the advance and retreat
dates gives information on the ice-season duration.
These characteristics of the Antarctic sea ice pack have
been effectively used in previous work (Parkinson 2002;
Stammerjohn et al. 2008) to assess controls on Antarctic
sea ice variability. Gridded daily averaged sea ice con-
centration (SIC) is available for 155 yr of the control
simulation (years 953–1007) and is used to compute the
date of ice advance and retreat. The ice advance date is

defined as the first day after 16 February for which ice
concentration increases above 15% for five or more
consecutive days. The date of ice retreat is similarly
defined as the first day the ice concentration falls below
15% and remains below 15% until the end of the ‘‘ice
year’’ (defined to be 15 February of the following cal-
endar year). Ice duration in days is then the date of re-
treat minus the date of ice advance.

An analysis of daily satellite observations (Comiso
1990, updated) that have been interpolated to the model
grid is also provided for comparison. The simulated
mean timing of ice advance is shown in Fig. 3. Compared
to the analysis of satellite observations, the simulated

FIG. 3. Day of ice advance from (a) satellite observations, (b) CCSM4 1850 control run, and differences between
(c) CCSM4 1850 control run and (d) twentieth-century ensemble mean and observations.
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What do we need for climate applications? 
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•  Model which simulates a reasonable mean 
state and variability of  sea ice – at large scale 
– Concentration, thickness, motion, mass budgets 

•  Realistically simulates ice-ocean-atmosphere 
exchanges of  heat and moisture 
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What do we need for climate applications? 



•  Model which simulates a reasonable mean 
state and variability of  sea ice – at large scale 
– Concentration, thickness, motion, mass budgets 

•  Realistically simulates ice-ocean-atmosphere 
exchanges of  heat and moisture 

•  Realistically simulates response to climate 
perturbations - key climate feedbacks 

Can	
  be	
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  a	
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  assume	
  that	
  if	
  we	
  include	
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What do we need for climate applications? 



Surface Albedo Response 
2XCO2-1XCO2 

(a) July
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Control

No Aerosols

No Aerosols/Ponds

For regions of  same ice area change - 

July/August albedo change larger 
when ponds included 
• Increased ponding in warm climate 

• Stronger albedo feedback 

July albedo change smaller when 
aerosols included 
• Increased meltwater flushing of  

aerosols in warmer climate 

• Weaker albedo feedback 
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Example: Melt Ponds/Aerosols 



Model Development Constraints - For Climate Applications 

• Developments must be heat and water conserving 

• Developments must work for all climate regimes 
• Arctic/Antarctic; Present day climate, future climate, climates 

of  the past (Last Glacial Maximum, Etc.) 

• Model developments are ideally process based 

• Should consider processes that may have little impact in 
present climate but influence the climate response 

• Developments should consider computational costs 

• Simulations are runs for 1000s of  years, numerous 
ensemble members 

• Developments should target processes of  importance 
from a climate perspective 



Why target snow on sea ice? 

•  Many aspects are currently quite simple in many models 

•  Evidence that the snow simulation matters for feedbacks 

•  Feeling that there are numerous areas where considerable 
progress is possible 



Simulated Arctic Amplification 
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Figure 1 | Arctic amplification in CMIP5 models. a, Zonal mean surface
temperature change for the last 30 years of the CMIP5 4⇥CO2 experiment
compared with the last 30 years of the control run. Box and whisker plots
show the median (lines), 25th to 75th percentiles (boxes) and full spread
(whiskers) of temperature change averaged over the tropics (30� S–30�N)
and the Arctic (60�N–90�N). b, Bars show the intermodel mean warming
for di�erent seasons. Intermodel mean warming is 11.2 K in the Arctic
and 4.3 K in the tropics. Arctic warming is strongest in winter
(15.9 K) and weakest in summer (6.5 K). March–May, MAM;
September–November, SON.

Based on a conventional decomposition of feedbacks using TOA
fluxes (Fig. 2a), the largest contributor to Arctic amplification is
the lapse-rate feedback, followed by the surface albedo and Planck
feedbacks. Although in absolute terms, the surface albedo feedback
contributes slightly more to Arctic warming, the lapse-rate feedback
additionally reduces tropical warming and thereforemakes a greater
contribution to Arctic amplification, as can be inferred from the
distance to the 1:1 line. The water vapour feedback and CO2

radiative forcing both lead to greater warming in the tropics,
opposing Arctic amplification23,24.

Instead of considering warming and moistening of the atmo-
sphere as separate feedback mechanisms, they can be understood as
one feedback caused by warming at constant relative humidity, plus
a small feedback accounting for changes in relative humidity 25. This
feedback decomposition assigns only a slightly larger contribution
toArctic amplification to the alternative lapse-rate feedback (Arctic:
+3.8 K, tropics:�2.2 K) than to the surface albedo feedback (Arctic:
+5.7 K), whereas the e�ect of the alternative Planck feedback on
Arctic amplification is close to zero. In the fixed relative humidity
framework, the contributions of the temperature–moisture and

the surface albedo feedback to Arctic amplification are thus of
roughly equal importance.

Arctic warming is stronger in winter (December–February,
DJF) than summer (June–August, JJA; Fig. 1b). The strong winter
warming has been linked to the release of heat stored in the
ocean and to increases in downwelling longwave radiation26, but
a quantitative understanding of the seasonal cycle of individual
feedback mechanisms is lacking. From a TOA perspective, the
surface albedo and water vapour feedbacks contribute to stronger
summerwarming but are outweighed by seasonal heat storage in the
ocean and the lapse-rate feedback (Fig. 2b). Seasonal heat storage
in the ocean, including latent heat of melting sea ice, mitigates
about two-thirds of the summertime e�ect of surface albedo change.
Heat from the ocean is released to the atmosphere in winter,
which in combination with the positive lapse-rate feedback causes
the well-known pattern of winter-amplified Arctic warming. In
summer, when atmospheric stability is much weaker than in winter,
the Arctic lapse-rate feedback is actually slightly negative.

Surface temperature change can be readily understood through
TOA fluxes if the troposphere is essentially well-mixed and changes
in the tropospheric temperature profile follow simple physical
principles, such as the steepening of the moist adiabat in a warmer
climate 24. These assumptions do not hold in the Arctic, where
a positive lapse-rate feedback represents a decoupling between
surface and troposphere. The TOA-based feedback decomposition
is thus internally consistent, but somewhat unsatisfying from a
physical point of view, because the Arctic lapse-rate feedback
reflects the breakdown of an assumption of vertical coupling rather
than a specific physical mechanism. By analysing feedbacks at the
surface in addition to the TOA, we can further understand what
causes the surface amplification of Arctic warming reflected in the
lapse-rate feedback (Fig. 2c).

At the surface, the temperature feedback can be decomposed into
a negative surface warming feedback (longwave radiation emitted
from the surface) and a positive atmospheric warming feedback
corresponding to the downwelling longwave radiation received by
the surface. The largest contribution to Arctic amplification arises
from the surface temperature feedback and is due to the smaller
increase in longwave emissions per unit of warming at colder
temperatures. This nonlinear dependence of blackbody emissions
on temperature plays a greater role from a surface than a TOA
perspective because the meridional temperature gradient at the
surface is larger than that in the troposphere. The atmospheric
temperature feedback contributes to Arctic amplification because

Figure 2 | Warming contributions of individual feedback mechanisms. a, Arctic versus tropical warming from a TOA perspective. b, Arctic winter versus
summer warming. c, Arctic versus tropical warming from a surface perspective. For a,c, feedbacks above the 1:1 line contribute to Arctic amplification,
whereas feedbacks below the line oppose Arctic amplification. Grey is the residual error of the decomposition. ‘Ocean’ includes the e�ect of ocean
transport changes and ocean heat uptake.
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What is important for across-model scatter? 
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For the same ice loss, the increase in albedo-related net solar 
heating can vary by a factor of  >3 across models 
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For the same ice area loss – 

Larger increases in net solar 
heating occur in models 
with higher initial (late 20th 
century) surface albedo 

Late 20th century surface 
albedo influenced by: 
• Simulated surface state 
•  snow cover conditions 
• ponding on sea ice 

• Possible tuning of  albedo 
values 
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Ques=ons?	
  

•  Given the need to improve feedbacks within 
climate models, what snow related processes 
should be targeted? 

•  How can we better go about improving these 
processes within models? 

•  What processes may be important for other 
applications – seasonal forecasting, etc. 

•  What processes may be important for 
different climate regimes? 


